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Abstract—This paper presents our field experience in data col-
lection from remote sensors. By letting tractors, farmers, and sen-
sors have short-range radio communication devices with delay-dis-
ruption tolerant networking (DTN), we can collect data from those
sensors to our central database. Although, several implementa-
tions have been made with cellular phones or mesh networks in
the past, DTN-based systems for such applications are still under
explored. The main objective of this paper is to present our prac-
tical implementation and experiences in DTN-based data collection
from remote sensors. The software, which we have developed for
this research, has about 50 kbyte footprint, which is much smaller
than any other DTN implementation. We carried out an experi-
ment with 39 DTN nodes at the University of Tokyo assuming an
agricultural scenario. They achieved 99.8% success rate for data
gathering with moderate latency, showing sufficient usefulness in
data granularity.

Index Terms—Delay-disruption tolerant networking (DTN), ex-
periment, sensor data gathering, sensor networks.

I. INTRODUCTION

A GRICULTURAL researchers and farmers deploy sensors
at their remote agricultural-fields to obtain the data of

temperature, humidity, soil moisture and so on. Automatic col-
lection of those data greatly helps their analytical works. Cur-
rently, they are relying on network providers, for example, cel-
lular phone network to achieve such automatic collection from
their remote sites, which is not feasible for most of the farmers
due to operational cost.
We have explored a delay-disruption tolerant networking

(DTN)-based system that collects sensor data from remote sites
without relying on network providers. DTN, which stands for
delay (or disruption) tolerant network, was originally proposed
for interplanetary communication [4]. It is nowwidely acknowl-
edged as a framework that can be applied to village-to-village
communications [7], vehicular communications ([10], [13]),
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and sensor networks ([12], [22]). Focusing on the application
to sensor networks, we contribute to the research community
by showing our implementation-based experiment.
Several approaches exist for collecting data from such remote

sensors. However, we must keep in mind that sensors should
cover the agricultural fields sparsely but the number would be-
come large because the field itself is large. We must collect data
from a number of sparsely deployed sensors. Thus, attaching a
cellular phone device or satellite communication device to every
sensor is not feasible for normal farmers because of the com-
munication fee. Setting up wireless mesh network with ad-hoc
technologies (e.g., optimized link state routing protocol (OLSR)
[6] or ad hoc on-demand distance vector (AODV) [16]) could be
used but it requires a huge number of relay nodes in the large
area (i.e., we must densely deploy them) so as to extend network
connectivity to sensors. The DTN approach, which uses the mo-
bility of tractors and farmers, allows the collection of data from
those sparsely deployed sensors.
We assume that sensors, vehicles (e.g., tractors, farmers) and

the homes of farmers have short-range radio communication de-
vices. Farmers and researchers use their tractor or their foot to
visit their remote sites constantly: e.g., every day or every week.
The radio device on such vehicles contacts with sensors at the re-
mote sites, and returns to their home position. By making use of
the ad hoc communication chances, they collect remote sensor
data to their data server.
This paper presents our field experience on sensor data gath-

ering conducted in the University of Tokyo assuming such an
agricultural scenario.We deployed fiveweather sensors sparsely
in the campus, and vehicular nodes collaboratively collected
data from them to our central database. Totally, we have intro-
duced 39 DTN nodes for the experiment and they have achieved
99.8% success rate for data collection.
This paper is organized as follows. Section II describes the

system overview for DTN-based data gathering from agricul-
tural-fields. Section III presents the routing algorithms and
management mechanism for delivering data over the network.
Section IV shows the experiment and its result. Section V
provides discussion and related works. Finally, we conclude
this paper in Section VI.

II. DATA GATHERING WITH DTN FROM REMOTE SENSORS

Fig. 1 shows the overview of the data collection mechanism
from remote agricultural-fields. Here, we assume that this
system is operated by a research laboratory or a farmer. There
is a data server at their home position that archives the data

1530-437X/$26.00 © 2011 IEEE
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Fig. 1. By using the movement of vehicle, DTN allows data collection from
remote agricultural field sensors.

Fig. 2. By setting higher potential to remote sensors and lower potential to data
server, sensor data autonomously gathers at lower potential nodes, just as water
flows from higher places to lower places.

collected from their remote sites. Their tractor moves between
the home position and the remote sites. Each node (i.e., data
server, vehicle and sensor) has a Wi-Fi interface, and the Wi-Fi
interfaces are working in “ad hoc” mode. Thus, when they
come into radio communication range, they find each other and
can exchange data. For example, when the tractor arrives at the
remote sites, it gets the history record of the sensor data and
saves into its local storage. After return, it transfers the stored
data to the data server. Even though the delivery of data is not
real-time (because it is physically bound to the movement of
the vehicle), it is sufficient for data analysis purposes.
We apply potential-based routing (PBR) approach to en-

able autonomous data transfer. Fig. 2 shows how PBR allows
autonomous data delivery from sensors to the data server by
making use of the vehicle. In PBR, we introduce potential—a
scalar value that represents a heuristic proximity from the
destination. We define a rule that a node sends messages to
the node that has the lowest potential among its neighbors. By
setting higher potential to the sensors and lower potential to
the server, the vehicle receives data from the sensors at the
remote sites and provides data to the server when returned. In
this way, sensor data gather at the data server by making use of
the movement of the vehicle.
Each sensor submits observed sensor readings in a message

form periodically to the network with specifying the destination
to be the data server. For example, the content of a message sent
by a sensor could be as follows:

Destination: 99

Source: 1

TTL: 81250

Timestamp: 2010-11-02T12:34:00+09:00

Temperature: 25.5

Humidity: 56.9

RainFall: 0.3

This message is composed of header part and body part. In
the header part, it specifies that the destination is 99 (their data
server) and shows that it came from 1 (sensor #1). This message
still has 81250 second for delivery lifetime. In the body part,
the message has timestamp and sensor readings. Though this
was not the real format we used in the experiment (we used
binary format in a UDP message), this kind of information was
contained in the message.
The sensor itself does not need to care the storage or retrans-

mission of the message. The network manages the delivery with
taking care of storing and retransmitting by using the message
header information.

III. MESSAGE ROUTING TO PROPERLY GATHER DATA

The previous example (e.g., Fig. 2) is actually a simple case;
only one vehicle is assumed and it is easy to set higher poten-
tial to sensors and lower potential to the server. However, the
problem becomes complex if the number of vehicles increases.
For example, in our experiment setting, a vehicle is assigned to
a certain region and it cannot get out from the region. Other ve-
hicles work in different regions. They have overlapped areas,
and they can exchange messages there. We must set appropriate
potential values to them so as to properly direct the messages to
their destinations.
We recognize that we can manually design and setup appro-

priate potential values for each node for the given deployment
or movement pattern. However, we here assume that they
determine such patterns in ad hoc manner and the patterns
change day-by-day. Configuration of potential values to, for
example, 30 nodes every day becomes a hard work. Thus, the
nodes must develop proper potential values autonomously. If
we could allow autonomous development of potential values
at each node, the network can be applied to such a practical
scenario.
Inheriting the concept of potential-based routing, we gener-

ally proposed potential-based entropy adaptive routing (PEAR)
in our previous literature [14]. Thus, our field study is one of the
applications of PEAR. In this section, we introduce the overview
of PEAR as a data routing framework for sensor data gathering.
However, because the main focus of this paper is not on the al-
gorithms of PEAR but on the field experiences on sensor data
gathering, please refer to the previous paper for more detail.

A. Potential-Based Routing (PBR)

As we described, we applied potential-based routing (PBR)
to sensor data gathering. We here provide the formal definition
of PBR.
Let be a set of nodes and be a set of neighbors

of node .1 A node has potential values, each of which
is associated to a particular destination. We denote a potential

1In our definition, ������ includes � itself: i.e., ��� � ������.
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value by : the potential of node associated to
destination at timeslot . is the force on data
from node toward neighbor , which we define as

(1)

Then, PBR forwards data according to the following rule.
if ,

(2)

else

(3)

Here, , a positive constant parameter, is the threshold of data
transfer. If exceeds , the nexthop is such neighbor
that gives maximum . If not, no nexthop is provided for
destination , which means that the data should be stored in the
local buffer.

B. Potential-Field Construction

In order to develop potential values autonomously, we have
designed the following potential-field construction algorithm in
PEAR

(4)

(5)

(6)

The potential of destination is always tied to 0 [(5)]. Other
potential values dynamically change depending on node-con-
tact patterns. A potential normally grows by at every timeslot,
but decreases when the node has encountered such node that
gives lower potential [(4)]. As a whole, the destination has the
lowest potential, the nodes near the destination have lower po-
tential, and the distant nodes have higher potential. In this way,
the potential values autonomously develop as Fig. 2.

is a diffusion parameter that defines how rapidly potential
changes propagate in the network. If it becomes larger, poten-
tial values decrease faster when the node has encountered lower
nodes, and dissemination of low-potential information becomes
faster.

C. Acyclic Message Propagation

We originally considered that forwarding data in the network
was the correct delivering scheme. Data forwarding means that
a node removes data from its local buffer when forwarded to the
next node. In this data propagation scheme, the data possibly
return to the node which it has visited before. This is widely
known as loop, which only consumes network resources such
as radio transmissions, CPU, and data buffers.

Fig. 3. DTN nodes (UTMesh) for the experiment. We configured five nodes
for sensors and one node for database, used seven nodes as vehicular nodes and
deployed 26 static nodes (Fig. 5 illustrates the setting of the experiment).

Fig. 4. A DTN node is composed of Linux computer, storage device, Wi-Fi
(IEEE802.11) interface, and rechargeable battery. With Wi-Fi in ad hoc mode,
DTN nodes can exchange data with neighbor nodes.

We have introduced replica management algorithm into
PEAR, however, not only for avoiding such loop. The main
objective was to allow copy-based data transfer, which prop-
agates data in the network not by forwarding but by copying.
It requires each node to have states to indicate which data are
already received. It has turned out that replica management
avoids forwarding loop because once a node gets data it does not
receive the same data again. Though copy-based data transfer
consumes network resources especially radio transmissions and
data buffers, the amount of sensor data in our application is not
large and practically feasible (as our experiment demonstrates
in Section IV).
Actually, copy-based data transfer is effective. Spray and

Wait ([19], [20]) has shown that message replication in the
network reduces delivery latency and improves delivery success
rate under random way point mobility models. Though it loads
on the network by radio transmissions and buffer usages, it
improves the availability (i.e., fault tolerance) and latency by
taking several delivery paths in parallel.

IV. IMPLEMENTATION AND DEPLOYMENT

A. Experiment Setting

We carried out an experiment with 39 DTN nodes from
UTMesh2 nodes (Fig. 3). We installed our experimental soft-

2UTMesh: wireless mesh networking testbed at the University of Tokyo
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Fig. 5. The experiment configuration at the University of Tokyo. We deployed sensors (#1, � � �, #5), database, vehicular nodes ���� � � � ����, and static nodes (1,
� � �, 26). (a) We divided the campus into five regions, and vehicular nodes moved inside their assigned regions. We deployed several static nodes in the overlapped
areas, intending that they help data propagation between the regions. (b) Database was setup at our laboratory, on the 10th floor of Engineering Building 2. We
deployed static nodes along with stairs to extend the network from (c) the ground level of the building. When vehicular nodes walk around 6, 7, and 8, the static
nodes absorb messages from the vehicular nodes and forward to the upper stairs.

ware for disruption tolerant networking into these nodes and
deployed into the campus of the University of Tokyo. The
software implemented PEAR with about 3000 lines in C source
code.3 The footprint was about 51 kbyte, which indicates that
it is runnable on embedded computers. It had 3072 entries for
data buffer in the experiment. We set 0.02 for , 0.2 for and
0 for [(2) and (4)].
Fig. 4 shows the configuration of a DTN node. It has an em-

bedded computer called Armadillo-220, which has 8 Mbyte for
program memory and 32 MByte for working memory. It works
with ARM9 200 MHz CPU and Linux operating system. We
added an USB Wi-Fi (IEEE802.11) interface4 for ad-hoc com-
munication with radio-range neighbors, and an USB storage to
archive the working logs. We used linux-2.6.12.3-a9-15 for its
kernel image. The DTN nodes were powered by battery during
the experiment.
We carried out the experiment in the following manner. As

Fig. 5, we divided the campus into five regions (A, B, C, D,
E). They had small overlapped areas where vehicular nodes can
transfer data to the other region. We deployed five weather sen-
sors (#1, #2, #3, #4, #5) in each region respectively and assigned
vehicular nodes to the regions as the figure. We
called for participation for the experiment from our laboratory
students, assigned each student a region and a DTN node, asked
them to be a vehicular node and to walk inside their working
regions. We deployed 8 static nodes (1, , 8) at the overlapped
areas, intending that they help message transfer between the re-

3http://sourceforge.net/projects/pear/files/.
4GW-USMicroN, Planex Communications, Inc.

gions. Other static nodes (9, , 26) were deployed at the stair
area in Engineering Building 2 [Fig. 5(b)]. The data server was
deployed at the 10th floor, where our laboratory is located.
The weather sensors used in the experiment were Vaisala

WXT520. The sensor nodes observed the weather status
(i.e., temperature, humidity, rainfall, wind speed and direc-
tion, air pressure) and sent them to the database every 30 s
with 7200 s for delivery lifetime. Actually, each node had
an unique identifier. For example, sensors were operated by

. Vehicular nodes
were operated by . The node
ID of the data server was #099. Data transmission and routing
was based on those identifiers; i.e., sensors have sent data from
#011, #012, #013, #014, #015 to #099. The naming rule above
such as sensor #1, sensor #2 and m1, which were different from
nodeIDs, was defined just for readability.
The experiment was conducted for one day. But, we have

setup 80 min for core experiment time (13:50–15:10). We first
setup static nodes and sensor nodes at the specified sites, then
vehicular nodes walked inside their own regions at the core time.
We studied the summarized network topology, potential-field
construction, delivery pattern, delivery success rate, delivery la-
tency, and the collected sensor readings.

B. Network Topology

Fig. 6 illustrates the summarized network topology made
during the experiment duration. The boldness of links indicates
the summary of contact-duration between the two nodes. The
vehicular nodes relayed data between static nodes and sensor
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Fig. 6. The summarized network topology made in the experiment. The bold-
ness of links indicates the summary of contact-time duration between the two
nodes. The vehicular nodes relayed static nodes and sensor nodes in their re-
gions. As a whole, all the nodes were connected into a single network.

nodes in their regions. As a whole, all the nodes were connected
into a single network. The data transmitted from sensors were
copied via these links (when available) and finally arrived at
the database.
The static nodes deployed in the building tightly connected

with each other. Vehicular nodes (m5, m6, m7) sometimes vis-
ited the entrance of the building (around static nodes 6, 7, 8). m7
visited sensor #1, m5 and m6 visited sensor #3 and static node
(3 and 4). In the same way, m1 bridged data from sensor #4 to
sensor #3 or static 1 (in this case, sensor #3 was working as a
relay node for sensor #4).

C. Potential-Field Construction

Fig. 7 illustrates how potential values have changed during
the experiment. This diagram shows the potentials of sensor
nodes (#3, #4), vehicular nodes (m1, m5, m6) and static nodes
(1, 6, 20). At 13:50, vehicular nodes departed from the entrance
of the building to their working regions. The potential values
started to increase after the departure. In the transitive phase,
the vehicular nodes contacted sensor #3, static 1, and sensor #4,
which had been working alone. The potentials of those nodes
were high because they had not contacted any nodes in the pre-
vious several hours, but after the contacts those potentials de-
creased. After vehicular nodes walked inside their regions many
times, the network went into a nontransitive phase. The potential
values change dynamically according to the movement of vehi-
cles. However, this diagram tells that, in the long run, the closer
nodes to the destination had lower potential values (static 20 and
6) and the distant nodes had higher potential values (sensor #4,
static 1, and m1).

Fig. 7. Dynamics of the potential-field construction. After a while (in non-tran-
sitive phase), the closer nodes to the destination had lower potential values and
the distant nodes had higher potential values.

D. Delivery Pattern, Success Rate, and Latency

Fig. 8 illustrates the data delivery pattern in the network
from the sensors #1, #2, #3, #4, #5 to the database. Each
arrow shows data transmissions between the nodes. The
boldness indicates how many data were sent at the same
time (bolder arrows sent larger number of data elements).
The color identifies the source of the data. Each color cor-
responds as follows:

.
This diagram tells the following dataflow.
• Vehicles took data from sensors and sent mostly to relay
nodes (including sensor #3). For example, vehicle m7 took
data from sensor #1 around 14:38 and sent to static 6 and 7
around 14:44. Vehicle m1 took data from sensor #4 around
14:35 and copied them to sensor #3 (relay node) around
14:41.

• Static nodes deployed in the field relayed data between the
regions. For example, static 4 received data from sensor #2
and #5 via vehicle m3 (Region B) around 14:38 and copied
them to vehicle m6 (Region C) around 14:43.

• Data were sometimes copied between vehicles directly:
e.g., from m3 to m5, from m7 to m5, and from m5 to m6.

• Static nodes deployed in the building (static 6, , 26) re-
layed data to the upper stairs.

• Finally, the data reached the database.
Fig. 9 shows delivery success rate and delivery latency from

each sensor to the database. This analysis was made in the fol-
lowingmanner. First, we focused on the data sent between 13:30
and 14:30, then calculated the latency for each data reached at
the database before 15:10. The experiment ended at 15:10 when
they remained still in their own region. We got this diagram by
summarizing them into delivery success rate. If some data are
missing, the success rate does not reach 1.
Data were collected with moderate latency about 10–75 min,

effectively using the movement of vehicles—these distributions
depended on the physical movement. Finally, almost all the data
were gathered at the database. The network achieved 100% de-
livery from sensor #2, #3, #4, #5. The delivery rate from sensor
#1 was 99.2%. The vehicle who took a role in Region A did
not visit sensor #1 until 14:37 though the experiment begun at
13:50. This failure of the movement probably missed a small
piece of data from sensor #1. Anyway, totally, the network has
achieved 99.8% delivery success rate.
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Fig. 8. Dataflow from the sensors (#1, #2, #3, #4, #5) to the database. An arrow shows data transmission between the nodes. Bolder arrows sent larger number of
data at the same time. The color corresponds to the source of the data flows as ���������������� 	�
��� ������ �
���� ������������.

E. Application

Fig. 10 shows the sequence of the collected temperature.
We can read that the network has collected data with sufficient
time-granularity at least for agricultural use cases. Actually,
there were almost no loss (see Fig. 9). Almost all the data were
gathered at the database by effectively using the movement of
vehicles.
According to the deployed location, the temperature patterns

were quite different. The temperature of sensor #2, which was
deployed under the sunlight, rapidly increased before 13:55 and
decreased after that (because the sunlight was blocked off by
clouds). The result indicates that the interval of readings and
delivery success rate were sufficient for tracking this kind of
changes.

V. DISCUSSION AND RELATED WORK

We have demonstrated with real implementation that the
application of DTN allows sensor data gathering with sufficient
success rate. We organized the network for data collection from
remote sensors without buying PHS or cellular phones. Instead,
we used mobile nodes assuming that farmers and tractors
move around in their agricultural-fields. In this work, we have
studied the performance of PEAR—a data routing scheme for
such network. It efficiently used the pattern of mobile nodes
and achieved 99.8% success rate. The footprint of PEAR was
51 kbyte, thus, we could implement them into an embedded
computer.
Sensor data gatheringwith the application of DTNwas identi-

fied, for example, by DFT-MSN [22] and vehicular sensor net-
works [12]. Ren et al. [17] proposed a hybrid approach with
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Fig. 9. Delivery rate and delivery latency from each sensor to the database.
Finally, the network achieved 100% delivery from all the sensors except #1.
The delivery rate from sensor #1 was 99.2%. The pattern of the latency actually
depends on the physical movement of vehicles.

Fig. 10. Collected temperature from sensor #1, � � �, #5. The experiment
achieved almost 100% delivery (see Fig. 9) and provided sufficient time-gran-
ularity in the gathered data.

cellular phones. However, their research targets were theoret-
ical improvements of, for example, success rate and power con-
sumption with only simulation-based experiments. Implemen-
tation work or feasibility study (i.e., proof-of-concept) were left
untouched.
Though their targets were not primarily on sensor data gath-

ering, UMass DieselNet allowed the study of message routing
on bus-based DTNs (e.g., Xiaolan et al. [23], MaxProp [3], and
RAPID [1]). They used WiFi attached small computers such as
DTN-throwboxes [2] for their research. However, we found that
most of their work were measurement of contacts and simula-
tion of message routing. Only the paper on RAPID [1] presented
the deployment of their DTN routing protocol. But, the scale
was not large: i.e., each bus generated four packets (1 k-byte)
per hour to every other bus and they achieved 88% success rate.
We recognize that we cannot simply compare their work with
ours because the assumed application and the network environ-
ment are different. However, sensors in our work generated data
every 30 s, and our network achieved 99.8% success rate.

Other field-experiments related to sensors were ZebraNet [9],
Alan Mainwaring et al. [21] and LUSTER [18]. ZebraNet pre-
sented a network and system design for wildlife tracking. They
developed some prototype systems and planned to deploy 30
nodes to Mpala Research Centre, Kenya. Alan et al. carried out
field-experiments on habitat and environmental monitoring with
Mica Motes. They have shown 28% success rate in multihop
cases without DTN. LUSTER deployed static wireless sensor
nodes to Hog Island. They applied DTN for improving relia-
bility of communication.
In the context of sensor data gathering, some researchers

demonstrate the use of portable sensors: e.g., people-centric
sensing [5], BikeNet [8], and vehicular sensing platforms [11].
They say that they can create a map (e.g., CO2 map) with
smaller number of portable sensors with the trace of the node
movement. The difference is that we have assumed physically
fixed sensors in this paper.
An earlier version of this paper [15] has provided a smaller-

scale experiment with 11 nodes, which can be called as a pre-
liminary experiment. In this paper, we carried out a larger-scale
experiment with 39 nodes. Both experiments have shown great
delivery success rate and sufficient usefulness.

VI. CONCLUSION

In this paper, we have presented our practical study on DTN-
based sensor data gathering for agricultural-field sensors. We
recognize that cellular and mobile phones could be also used for
data collection from remote sensors. However, we demonstrated
that DTN-based approach can develop data gathering network
by making use of the facilities that farmers or agricultural re-
searchers have: e.g., tractors.
We have carried out an experiment with 39 DTN nodes and

PEAR, a DTN implementation, on the campus of the Univer-
sity of Tokyo assuming an agricultural scenario. We confirmed
that data from sensors were transferred to the data server with
effectively using the movement of vehicles. In our experiment
settings, almost all the data (99.8%) were delivered in 10–75
min delay.
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