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SUMMARY We present a decentralized VPN service that
can be built over generalized mobile ad-hoc networks (Gener-
alized MANETs), in which topologies can be represented as a
time-varying directed multigraph. We address wireless ad-hoc
networks and overlay ad-hoc networks as instances of Generalized
MANETs. We first propose an architecture to operate on various
kinds of networks through a single set of operations. Then, we
design and implement a decentralized VPN service on the pro-
posed architecture. Through the development and operation of a
prototype system we implemented, we found that the proposed
architecture makes the VPN service applicable to each instance
of Generalized MANETs, and that the VPN service makes it
possible for unmodified applications to operate on the networks.
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Computing

1. Introduction

There are many ways for mobile nodes to form a net-
work. Some nodes search the Internet for other nodes
and form a network if the nodes can connect to ac-
cess networks, which have different characteristics and
different coverages. Even if nodes cannot find any ac-
cess networks, the nodes can form ad-hoc networks by
themselves. The ad-hoc networks complement the ac-
cess networks.

To maximize the time and quality of the commu-
nication among nodes, they can switch a network to
another to connect to. For example, there are nodes
that can connect to two different kinds of access net-
works: WiFi networks and 3G cellular networks. If
a node can connect to either of them, the node can
choose the WiFi networks because they typically pro-
vide higher throughput. If a node cannot connect to
any of the WiFi networks, the node can connect to the
3G cellular networks. Even if some nodes cannot con-
nect to any access networks, the nodes can use WiFi
to form an ad-hoc network.

However, some applications running on the mobile
nodes can cause problems even if the mobile nodes are
kept connected. This is because some application-level
interfaces for communication are affected when a mo-
bile node switches a network to another. In what fol-
lows, we will see three problems caused in application-
level programming interfaces.
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Problem 1

The interface to transmit a packet to a destination node
is affected when its network address is changed. Since
transport sessions using the old network address are in-
validated, it is difficult for the nodes to continue com-
municating.

Problem 2

The interface to transmit a packet to a group of nodes
is also affected by the network setting among them.
When all of them are located in a single shared link
segment, they can use broadcast or link-local multi-
cast addresses to deliver packets to all of them. Other-
wise, they have to use multicast addresses with broader
scopes or adopt application specific mechanisms. That
is, there is no consistent interface for group communi-
cation. Some autoconfiguration protocols such as Dy-
namic Host Configuration Protocol (DHCP) [1] and
some service discovery protocols such as Multicast Do-
main Name System (mDNS) [2] rely on the broadcast
or link-local multicast addresses; they do not work in a
network without a shared link segment.

Problem 3

The reachability to the mobile nodes is affected. Some
subnetworks have limited reachability due to the lack of
global network addresses or a firewall or a network ad-
dress translator (NAT) installed on the paths to them.
When a node moves to the subnetworks, the node be-
comes directly unreachable. The node need to imple-
ment additional procedure to ask other nodes to for-
ward to packets to it.

To solve these issues, we present a decentralized
VPN service for a network of mobile nodes. As we will
describe in the later sections, we can generalize a net-
work of mobile nodes as a generalized form of mobile
ad-hoc networks (Generalized MANETs). Generalized
MANETs include wireless ad-hoc networks and overlay
ad-hoc networks. Instead of solving the issues of the
networks separately, we propose an architecture that
allows us to operate on each instance of the General-
ized MANETs through a single set of interfaces. Then,
we design and implement routing and forwarding mech-
anisms over the Generalized MANETs.

There have been studies on virtual private net-
works (VPNs), which hide the undesired characteristics
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of link and network layers. As far as we know, however,
they do not solve all of the following issues. First, the
applicability of some studies [3]–[6] is limited to net-
works where one or multiple nodes are reachable from
the other nodes. It is difficult to apply them to a net-
work of mobile nodes. Second, some studies [7], [8] do
not provide neither a concept of group nor interfaces
for group communication.

The contributions of this paper are as follows.

• The proposed architecture allows us to work on
the topological properties of the networks; we can
apply the same mechanisms to both wireless ad-
hoc networks and overlay ad-hoc networks.

• The proposed VPN service is decentralized; one
or multiple nodes that are reachable from the
other nodes are not mandatory but optional. This
makes the VPN service applicable to Generalized
MANETs.

The rest of this paper is organized as follows. In
section 2, we review two different kinds of MANETs:
wireless ad-hoc networks and overlay ad-hoc networks.
In section 3, we first propose an architecture that oper-
ate on each instance of Generalized MANETs through a
single set of interfaces. We then design a decentralized
VPN service on it. In section 4, we explain the imple-
mentation of a prototype system in detail. In section 6,
we discuss the issues we found thought the development
and operation of the prototype system. In section 7, we
review earlier studies on VPNs and compare them to
ours. In the last section, we present the future works
and summarize the research.

2. Mobile Ad-Hoc Networks

In this paper, we consider mobile ad-hoc networks
(MANETs) as networks with underlying links that do
not conform to three restrictions: bidirectionality, tran-
sitivity and stability [9]. This indicates that the links
of MANETs are not necessarily bidirectional nor tran-
sitive, and the availability and quality of the links vary
in time. Since MANETs do not need to meet the above
restrictions, they allow the underlying links to be de-
signed in a more flexible way. On the other hand, higher
layer protocols need to handle the changes that take
place in the underlying links. For example, they have
to handle network partition and merger.

In this section, we review two different kinds of
MANETs, which have quite different structures.

2.1 Wireless Ad-Hoc Networks

A wireless ad-hoc network consists of nodes loosely con-
nected by wireless communication links. It has been
studied in a lot of areas including inter-vehicle commu-
nication systems, where it is difficult to use wired links
because each node moves, and communication systems

for disaster-stricken areas, where it is needed to build
communication infrastructure as soon as possible.

The wireless links do not meet the three restric-
tions in general. First, the communication range of the
wireless links is affected by propagation effects and in-
terference. Particularly, some propagation effects, such
as multipath fading, and interference can take place lo-
cally, and may affect only one of directions of links.
Therefore, wireless links can be unidirectional. Second,
the communication range of the wireless links is limited
because of the propagation effects. Even if Node 1 and
Node 2 are in the communication range of Node 2 and
Node 3, respectively, Node 1 is not necessarily in that
of Node 3. Therefore, wireless links are not necessarily
transitive. Third, the propagation effects and interfer-
ence vary in time, and thus the communication range
of each node changes. This indicates that wireless links
are not stable.
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Fig. 1 A wireless ad-hoc network

We can represent a topology of a wireless ad-hoc
network at some instant as a directed graph. Figure 1
illustrates an example of a time-varying network topol-
ogy of a wireless ad-hoc network consisting of three
nodes. For simplicity, we define the communication
range of each node as a fixed-radius circles with the
node in the center; a node can deliver a message to
other nodes that are inside the circle. Note that Node
3 has a larger circle than the others in this example.
In Figure 1 (a), there are bidirectional links between
Node 1 and Node 2, Node 2 and Node 3. As Node 3
approaches to Node 1 in Figure 1 (b), a unidirectional
link from Node 3 to Node 1 becomes available because
Node 1 enters the circle of Node 3. In Figure 1 (c),
the unidirectional link from Node 3 to Node 1 becomes
bidirectional while the link between Node 3 to Node 2
becomes unavailable.

In wireless ad-hoc networks, we have a different
interface to group communication; we cannot rely on
link-local broadcast to communicate with all of the
other nodes. In Figure 1, the group of the nodes that
can receive a message transmitted by Node 3 changes.
To transmit a message to all of the other nodes in
wireless ad-hoc networks, we need another mechanism,
such as Simplified Multicast Forwarding (SMF) [10].
SMF in IPv6, however, uses site-local multicast ad-
dresses (ffx5::/16) instead of link-local multicast ad-
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dresses (ffx2::/16) that some legacy applications are us-
ing. Consequently, we cannot support multicast func-
tionality without modifying the applications.

2.2 Overlays Ad-hoc Networks

Some overlay networks have been used to support host
mobility in literature [3]–[6]. To keep mobile nodes
reachable, the nodes need to advertise their current net-
work addresses to the other nodes. However, it is pro-
hibited to advertise long prefixes in the core network
of the Internet to prevent the number of prefixes from
exploding. The nodes form an overlay network, which
is independent of the core network, and advertise their
addresses over it. We call the overlay networks overlay
ad-hoc networks because they share some characteris-
tics with wireless ad-hoc networks as we will see soon.

When a node moves from a network to another,
the network address of the node changes in general.
Until the node notify its new network address of other
nodes, they cannot transmit a message to the node.
Therefore, the mobility of nodes changes the topology
of overlay ad-hoc networks. Moreover, the reachability
to the node might change if the underlying networks
have middleboxes such as NATs and firewalls, which
prevent bidirectional connectivity.

Figure 2 illustrates a time-varying network topol-
ogy of an overlay ad-hoc network that consists of three
nodes moving among four subnetworks. At the gateway
of Subnetwork 2 and Subnetwork 3, firewalls that block
all traffic initiated from the Internet are installed. In
Figure 2 (a), there is bidirectional connectivity among
all the nodes. Subsequently, Node 3 moves from Sub-
network 4 to Subnetwork 3 in Figure 2 (b). Node 1
and Node 2 cannot transmit a message to Node 3 be-
cause they do not know the new network address of
Node 3. On the other hand, Node 3 does know the net-
work addresses of Node 1 and Node 2 and can transmit
messages to them although the message transmitted to
Node 2 does not arrive at Node 2 because of the fire-
wall. Finally, Figure 2 (c) shows the state where Node 1
has received a message from Node 3. Now, Node 1 can
transmit a message to Node 3 because Node 1 knows
the network address of Node 3 and the firewall of Sub-
network 3 allows the replying message to the initiated
session to pass. Therefore, Node 1 and Node 3 have
a bidirectional link between them. As a whole, topolo-
gies of overlay ad-hoc networks at some instant are also
represented by time-varying directed graphs.

In overlay ad-hoc networks, we do not have general
interfaces to group communication. For example, in
Mobile IP (MIP) [3], [4], link-local broadcast operates
on the link to which the node connects.
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Fig. 2 a time-varying network topology in an overlay ad-hoc
network

3. Decentralized VPN Service over General-
ized MANETs

As we have discussed in the previous section, wire-
less ad-hoc networks and overlay ad-hoc networks have
common characteristics and issues. Instead of solving
their issues independently, in this section, we propose
an architecture that allows us to work on a generalized
form of MANETs. To this end, we discuss a network
model that fully represents topologies of MANETs in-
cluding not only wireless ad-hoc networks and overlay
ad-hoc networks but also combinations of them. Then,
we define a set of common operations to work on the
network model. We call the architecture Generalized
MANET Architecture. Finally, we design and imple-
ment a decentralized VPN service on the architecture.

3.1 Generalized MANET Architecture

The purpose of the architecture is to decouple topolog-
ical properties of MANETs from their implementation.
To describe the topological properties, we need a net-
work model. So what is the network model that fully
represents generalized MANETs?

In the previous sections, topologies of both wire-
less ad-hoc networks and overlay ad-hoc networks are
represented by time-varying directed graphs. Combina-
tions of them are also represented by them. We extend
these models to distinguish ways to communicate in
Generalized MANETs; their topologies are represented
by time-vary directed multigraphs.

So what kind of operations are needed to work on
Generalized MANETs? We define primitive operations
for unicast and multicast message delivery on the net-
work model of time-varying directed multi-graph. As
we will argue in the later section, these two operations
are enough to implement some routing and forward-
ing mechanisms. The unicast message delivery is an
operation that delivers a message to the node’s neigh-
boring node. And the multicast message delivery is
an operation that delivers a message to all the node’s
neighboring node.

The multicast message delivery is implemented dif-
ferently in wireless ad-hoc networks and overlay ad-hoc
networks although the unicast message delivery is im-
plemented in the same way. In wireless ad-hoc net-
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Fig. 3 A multicast message delivery in a wireless ad-hoc net-
work

works, each node transmits a message to the link-local
multicast address once per its physical network inter-
face.

Due to broadcast characteristics of wireless media,
the message are delivered to multiple nodes at the same
time. In Figure 3, we show a multicast message delivery
in a wireless ad-hoc network. A message transmitted
by Node 1 propagates as being degraded. The message
can be decoded at Node 2 and Node 3, but cannot be
decoded at Node 4 and Node 5 because of interference
and attenuation, respectively.
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Fig. 4 A multicast message delivery in an overlay ad-hoc net-
work

In overlay ad-hoc networks, the multicast message
delivery is implemented as follows. A node looks up
its neighbor table to get the network addresses of the
neighboring nodes and then transmit a message to each
of the network addresses in unicast. The neighbor table
is a small database of the node’s neighboring node. It
is maintained by a process called signaling, as we will
see later.

In Figure 4, we show a multicast message delivery
in an overlay ad-hoc network. Node 1 tries to transmit
a message in unicast to the three network addresses
got from its neighbor table. Although the messages
sent to Node 2 and Node 3 are successfully delivered,
the message sent to Node 4 is not delivered because
of the firewall installed in the Subnetwork that Node
4 belongs to. Therefore, neighboring nodes in overlay

ad-hoc networks are nodes that are registered in the
neighbor table of the node and are reachable.

Nodes have to know about their neighboring nodes
to form overlay ad-hoc networks. We do not need
to manually configure the neighboring nodes of each
nodes. Instead, nodes exchange its initial configura-
tion to its neighboring nodes and automatically fill its
neighbor table. We call this process signaling.

Figure 5 illustrates a signaling process of three
nodes. All the three nodes are originally connected to
the same network and share one another’s network ad-
dresses. In Figure 5(a), Node 1 and Node 3 have just
moved from the network to which Node 2 connects and
got new network addresses. So, they know the network
address of Node 2, while Node 2 does not know their
new network addresses. In Figure 5(b), Node 1 and
Node 3 transmit a message to Node 2. Node 2 learns
their network addresses from the received message and
then adds them to its neighbor table. As we can see in
Figure 5 (c), Node 1 and Node 2, Node 3 and Node 2
can get bidirectional links respectively. Subsequently,
Node 2 advertises the contents of its neighbor table to
Node 1 and Node 3. Finally, Node 1 and Node 3 can
communicate with each other through a bidirectional
link as we can see in Figure 5 (d).
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Fig. 5 signaling process in overlay ad-hoc networks

The multicast message delivery in overlay ad-hoc
networks depends on network address of some nodes.
If the node cannot connect to them, it cannot continue
operating. By contrast, the multicast message delivery
in wireless ad-hoc networks does not. As we have seen
in Figure 5 (a), due to the multicast message delivery in
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wireless ad-hoc networks, Node 1 and Node 3 know the
network address of Node 2. And the network address
allows them to initiate the signaling process. There-
fore, it is true that nodes that are reachable from the
other nodes are helpful, but they are no more manda-
tory but optional; Generalized MANETs can be formed
in a decentralized fashion.

3.2 Routing and Forwarding on Generalized MANETs

We assume that each node has a unique identifier. We
make a L2 VPN service from the primitive operations
provided by Generalized MANETs architecture.

The functions needed to achieve a L2 VPN service
are to encapsulate L2 frames, to deliver the encapsu-
lated L2 frames to the node specified with the identi-
fier of the L2 frame, and to deliver the encapsulated
L2 frames to all the nodes in the Generalized MANET.
We cannot assure the delivery of the encapsulated L2
frames because the Generalized MANET might be par-
titioned. The virtual link segment provided by the ser-
vice can be used as if it is an Ethernet-like shared link
segment, because the L2 frames, including the TTL
field of IPv4 and the hop limit field of IPv6, are not
modified during the delivery.

We need to design routing and forwarding mech-
anisms specific to General MANETs. Static routing
and centralized routing scheme are not applicable to
General MANETs because the network topologies vary
in time and can be partitioned. Moreover, we need to
handle unidirectional links.

We reuse routing and forwarding mechanisms that
are designed for wireless ad-hoc networks in this pa-
per. The mechanisms should work correctly on Gen-
eralized MANETs because assumptions they rely on is
the same as that of Generalized MANETs. Particularly,
we implemented DYnamic MANET On-demand rout-
ing (DYMO) [11] and SMF on Generalized MANET
architecture. We will address the implementations in
the later section.

4. Prototype Implementation and Evaluation

We implemented a prototype system of the decentral-
ized VPN service over generalized MANETs. The pro-
totype system is based on our two previous works: An
Overlay Mobile ad-hoc Network at the edge of the In-
ternet (OMNI) [12] and A middleware for Transparent
MObile ad-hoc networking Systems (ATMOS) [13]. In
this section, we describe the implementation of the pro-
totype system and then evaluate the prototype system.

4.1 Implementation

We implement a middleware based on the proposed ar-
chitecture. The middleware provides virtual network
interfaces; each of them corresponds to a virtual link

formed over MANETs. We can run unmodified ap-
plications on them since the virtual network interfaces
support the same operations as Ethernet network in-
terfaces. the virtual network interfaces are always ac-
tivated and can keep their configurations because the
virtual network interfaces are independent of the physi-
cal network interfaces. And thus they can keep sessions
of transport and application layers.

The virtual network interfaces are implemented
with a TAP device. The TAP device provides a pair of
a virtual network interface and the corresponding file
descriptor. If applications transmit a L2 frame from
the virtual network interface, the middleware can read
it from the file descriptor as a byte stream. And if
the middleware writes a byte stream to the file descrip-
tor, the applications can receive it through the virtual
network interface as a L2 frame. It connects the operat-
ing system and the middleware where we implemented
the proposed architecture and routing and forwarding
mechanisms running on the architecture. In Figure 6,
we show the structure of the prototype system.

Operating System

Generalized MANET

Architecture

TCP/IP

Applications

TAP IFACE

PHY IFACE

MANET

Protocols

(1) (2)

(3)

SOCKFDESC

Fig. 6 The software architecture of the prototype system

In Figure 7, we show the frame formats used when
the middleware transmit frames from the physical net-
work interfaces. Figure 7 (a) depicts the format for the
control plane such as signaling and routing. Figure 7
(b) depicts the format for the data plane to deliver L2
frames.

Ethernet Header

IP Header

UDP Header

MANET Control

Ethernet Header

IP Header

UDP Header

MANET Encap Data

Ethernet Frame

(a) (b)

Fig. 7 The message formats used in the prototype system

The middleware transmits all the messages
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through two functions: unicast send in Figure 8 and
multicast send in Figure 9, which implement unicast
and multicast delivery in Generalized MANETs, re-
spectively. And the middleware receives all the mes-
sages through the function: receive in Figure 10. We
address the implementations of the functions.

procedure unicast send(msg, addr)
encapsulate(msg)
sendto(sock, msg, addr)

Fig. 8 Process in Transmitting Unicast Message

In Figure 8, we show the pseudocode of the uni-
cast send function. It accepts arguments of a message
to send and information of a neighboring node to which
the message is sent. It transmits the message to the net-
work address of the neighboring node through a UDP
socket after encapsulating the message.

procedure multicast send(msg)
encapsulate(msg)
for each neigh ∈ neighbor table.get()
do sendto(sock, msg, neigh.addr)

for each iface ∈ physical ifaces
do sendto(msg, MCAST ADDR)

Fig. 9 Process in Transmitting Multicast Message

In Figure 9, we show the pseudocode of multi-
cast send function. It accepts only an argument of a
message to send. It first encapsulates the message. In
the first loop, it transmits the message to each of its
neighboring nodes in unicast. This loop implements
multicast delivery for an overlay ad-hoc network of
Generalized MANET. In the second loop, it transmits
the message to the link-local multicast network address
from each of the physical network interfaces. This loop
implements multicast delivery for a wireless ad-hoc net-
work of Generalized MANET.

procedure receive(msg, neigh)
if not included(neigh.addr, ffx2 :: /16)
then neighbor table.update(neigh)

if destine to this(msg)
then write(tap, decapsulate(msg))

if is broadcast(msg)
then handle multicast(msg, neigh)
else handle unicast(msg, neigh)

Fig. 10 Process in Receiving Message

In Figure 10, we show a pseudocode of receive
function, which is used to receive a message sent by
unicast send and multicast send functions. It first

checks if the message is sent with the link-local net-
work addresses. If not, it adds the information of the
neighboring node to its neighbor table. Subsequently, it
checks if the message is destined to itself. If so, it writes
the message to the tap file descriptor. Finally, the mes-
sage is handled based on a group bit in the destination
MAC address. If the group bit is set, the message is
processed to be transmitted in multicast. Otherwise,
the message is processed to be transmitted in unicast.

In this prototype system, we implement DYMO
and SMF for unicast routing and multicast forwarding,
respectively. Both of them are originally designed for
wireless ad-hoc networks. We replace the native opera-
tions, such as multicasting with the link-local multicast
addresses, with the Generalized MANET primitive op-
erations to make DYMO and SMF applicable to Gener-
alized MANETs including overlay ad-hoc networks as
well as wireless ad-hoc networks.

4.2 Evaluation

We conduct an experiment to verify that our prototype
system can form a VPN over a Generalized MANET
and solve the three problems we mentioned earlier.

To this end, we build a network and switch its
settings between those illustrated in Figure 11 (a) and
Figure 11 (b). In Figure 11 (a), Node 1 and Node 2 are
connected by a wireless link, and they form an wireless
ad-hoc network. Node 2, Node 3 and Node 4 are
connected to the Internet and form an overlay ad-hoc
network. Since we add information of Node 3 to the
neighbor tables of Node 2 and Node 4, Node 2, Node
3 and Node 4 can establish bidirectional connections in
the same way as we have seen in Figure 5. In Figure
11 (b), Node 4, which activates its wireless network in-
terface and leaves the Internet, is connected to Node 1
by a wireless link. Note that, in both of the network
settings, Node 1, Node 2 and Node 4 are sharing their
wireless configurations. Since their wireless network in-
terfaces have only IPv6 link-local addresses, any pairs
of them can communicate if and only if they are within
the communication ranges of each other.

Since the virtual links of the nodes are activated all
the time, their network addresses are always available.
Hence, Problem 1 is solved. Moreover, broadcast and
link-local multicast network addresses are also always
available. Hence, Problem 2 is also solved. When Node
1 tries to transmit a frame to Node 4 via the virtual link,
a mechanism implementing DYMO starts establishing a
route between them. Node 1 initiates flooding a RREQ
message to advertise its network address and search
for Node 4. Node 4, or possibly the nodes that have
valid routing entry for Node 4, reply to the RREQ
message with a RREP message to advertise its network
address. Since these processes are implemented using
the unicast send and multicast send, DYMO can
work well on the Generalized MANET. We confirmed
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that Node 1 and Node 4 could continue communicating
with each other while we switched the network setting.
We also confirmed that packets destined to broadcast
and link-local multicast addresses were delivered to the
other node. Hence, Problem 3 is also solved.
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Fig. 11 Providing a VPN service over a Generalized MANET

5. Discussion of Logical Grouping

In this section, we consider a network design strategy
assuming the proposed VPN service.

In the early days of the Internet, nodes were un-
likely to move from a physical link segment to an-
other; nodes were assigned to the physical link seg-
ments. These physical segments were useful to deal
with groups of nodes. The reason is the following.
First, the physical link segments provide boundaries
of access control. Since nodes that do not share the
same link segment cannot communicate directly, it is
easy to enforce some communication policies at mid-
dleboxes such as routers. Second, the physical link
segments provide intuitive group communication, link-
local broadcast.

Since nodes move from a physical link to another in
the current Internet, these benefits of the physical links
are no longer available. We need to find alternatives
of the physical links. The decentralized VPNs have
already provided intuitive group communication, which
is independent of the network structure. If we add some
mechanisms for access control, the decentralized VPNs
can be on behalf of the physical link segments in the
current Internet.

6. Related Works

In this section, we review the earlier studies related to
this paper.

Virtual Private Network (VPN) [14]–[17] is a tech-
nique that enables a host to connect to a remote link
or network by encapsulating a L2 frame or L3 data-
gram with other protocol headers. The virtual links
or point-to-point links provided by these techniques are
not only similar to logical links but also conforming
to most of their requirements. However, Although the
goal of VPNs is to extend links or networks that are
located in remote places, our architecture aims at pro-
viding persistent views of link structures to higher lay-
ers. Therefore, logical links are relevant even if there
are no connections to other hosts, while virtual links of
VPNs are disabled in the same situation in general.

As we have discussed the mobility support in the
Internet, the idea of a separation between physical and
logical links is similar to a separation between locators
and identifiers that appears in some protocols such as
Mobile IP (MIP) [3], [4], ROAM [5], [6], Host Identity
Protocol (HIP) [7], and Location Independent Network-
ing for IPv6 (LIN6) [8]. Although both of the separa-
tions share ideas to some extent, we argue that a sep-
aration between locators and identifiers is not enough
for some applications to run without any modifications
on the Mobile Internet. If we modify these protocols
slightly to adjust them to our architecture, their tech-
niques for encapsulating a frame or datagram and/or
signaling a mobility can be utilized. An architecture
proposed to separate network prefixes between core and
edge networks [18] is also similar to our architecture.
We have not discussed the architectural consideration
of core networks.

We have implemented a prototype system that
builds flat, logical links over MANETs. This is simi-
lar to IEEE 802.11s, which is an extension amendment
of the IEEE 802.11 protocol and build flat Ethernet seg-
ments over wireless multi-hop networks, and a proposal
that builds virtual links over MANETs [19]. Although
these works are focusing on MANET environments and
especially IEEE 802.11s can be applied only to IEEE
802.11 protocol family, our proposed architecture can
support the environment of the mobile Internet too.

7. Conclusion

In this paper, we presented a decentralized VPN service
over generalized MANETs. The proposed service con-
sists of two parts: an architecture that provides a set
of common operations to generalized MANETs and a
mechanism to route and forward L2 frames using these
operations. The purpose of the architecture is to decou-
ple the topological properties of the networks from their
implementation. It allows us to solve the issues that
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comes from the topological properties without reinvent-
ing solutions for each instance of generalized MANETs
independently. And then, we demonstrated that we can
port routing and forwarding mechanisms designed for
wireless ad-hoc networks to the proposed architecture
and give them broader applicability. Through the de-
velopment and operation of the prototype system, we
found that we can form a VPN over a network that
consists of wireless ad-hoc networks and overlay ad-hoc
networks and that some unmodified applications run
on the VPN service despite changes of the underlying
networks structures.
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